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Abstract A parallel quantum electrons wave packet computer code has been devel-
oped to study laser-atom interaction in the nonperturbative regime with attosecond
resolution. The motion equations of the multi-configuration time-dependent hartree
fock (MCTDHEF) based on a sine discrete variable representation were solved by using
an adaptive stepsize Runge-Kutta integrator of eight orders. Some efficient algorithms
and strategies to accelerate the calculation velocity are introduced and discussed in
details. Some illustrated imaginary time propagation and real time propagation have
been respectively done in the paper. Single ionization probabilities calculated by using
this one dimension MCTDHF model underestimate the accurate results calculated by
solving time-dependent Schrodinger equation directly.

Keywords Laser-atom interaction - Sine discrete variable representation -
Finite basis representation - MCTDHF

1 Introduction

In recent years, there has been increasing interest in the correlated dynamics of many-
electron systems. Theorists have developed a variety of explicit time-dependent ver-
sions of electronic structure methods [1-15]. Most of the explicitly time-dependent
approaches to quantum chemistry yet, were mainly carried out on the density functional
(TD-DFT) [1,2], the Hartree—Fock (TD-HF) level of theory [3,4], or the configuration
interaction (TD-CI) method [5]. An important method known as multi-configuration
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time-dependent Hartree Fock (MCTDHF) has been developed in the last few years
[6-15]. It can either be seen as an explicitly time-dependent version of the complete
active space self-consistent field method, or a specialization of the well established
multi-configuration time-dependent Hartree (MCTDH) method [16-19] for distin-
guishable nuclei. A unified and compact form of MCTDH has been developed to
specify for systems of identical particle (MCTDHEF for fermions MCTDHB for bosons)
[20-22]. Alon et al. [23] have derived a multiconfigurational time-dependent Hartree
theory for systems with particle conversion. The theory thus extends the scope of the
available and successful multiconfigurational time-dependent Hartree methods-which
were solely formulated for and applied to systems with a fixed number of particles-to
a broader class of physical systems and problems. Followed the accurate multi-boson
long-time dynamics in triple-well periodic traps were studied [24]. Later MCTDHF
was applied to study the two-photo ionization of helium by Hochstuhl et al. [25].
Just recently, we have demonstrated the use of MCTDHF method to compute double
ionization of helium [26]. A new version of single layer MCTDHEF theory in second
quantization representation based on a decomposition of the overall Fock space has
been also introduced by the author [27].

A large part of computation time is spent with the evaluation of the time-dependent
mean field matrix and other time-dependent one/two-electron spin orbital integrals in
MCTDHEF frame [8,12]. The accuracy and efficient calculation of mean field matrix is
the crucial step to study the electron-electron correlated dynamics of systems interact-
ing with laser field. The calculation of mean field matrix is related to the calculation of
the two-electron integrals in DVR or sine FBR. So the details study of the methods to
accelerate the calculation velocity of the two-electron integrals and mean field matrix
are necessary and important. The efficient algorithms to accelerate the calculation
velocity have been investigated in this paper.

2 Theory

In this section, some crucial aspects of MCTDHEF are introduced. We follow the stan-
dard notation of the multi-configuration time-dependent Hartree (MCTDH) method
for nuclear quantum dynamics [16—19] and those presented by Nest et al. [11-15].
Atomic units have been used throughout the paper, unless stated otherwise.

In MCTDHE, the N-electron wave function can be linearly combined into time-
dependent Slater determinants.

U oo K1) = —= 3 AS Ol F 1ty G 1]
X1, X2, cec. XN, 1) = —— J Xj X1, 1) X jy (XN
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The coefficient tensors A as well as the spin-orbitals y ;, ()?1, t) are time-dependent.
The capital letter J is a composite index which enumerates the number of spin-orbitals

. . . —> — . . .
Nypin appearing in the determinant, and x; = (r;, s;) is a composite variable for the

.. — . .
position r; and the spin coordinate s;.
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The Hamiltonian describing the N-electron system, which interacts with the strong
laser field, can be expressed as follows:

2 N N N

H=Z”—’+Z(V<m)+22% )
i=1 i=1 i isj Y

The external potential V(r;) is produced by the (fixed) nuclei V. (r;) and may

also contains the coupling to an additional laser field in the dipole approximation

Vexternal (ri). Then the variational principle is used for the coefficients and spin orbitals,

respectively,

<8111(t)
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The corresponding equations of motion A; and y, (x1, t) are obtained
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where P = >, | xi) (x: | is the projector operator on the space spanned by the single
particle functions, p;; = <g—;’l 37‘1;> is the density operator, (H);; = <§—)‘Z ‘H ‘ g%) is

the so-called mean field operator.

In the derivation of the working equation, we choose the Sine-DVR grid function
&. That is, the space orbital ¢; is combined with grid function, ¢; = Zk C; k&k, and
the spin orbital is expressed as follows,

Xi =@ixsi =si% > Ciré. (6)
k

We then rewrite Eq. (4) into an algebraic expression,

day
dr (1IH| ) (JilH|J2) (J1|H|J3) ... Ay

; % _ L1 | (nlH|N) (L|H|S) (L|H|)S) .. Az @
dAs N!' | (2|H|J1) (J2|H|J2) {J2|H|]2) ... A3

dt

Each matrix element in the algebraic equation can be solved by the Slater rules [28].
The key to obtain the algebraic form of Eq. (5) depends on the derivation of matrix

element of the mean field operator (H);; = <37“j ‘ H ‘ 5’%>, here g%> is a single-hole

function. On the basis of the nuclear dynamics method, we assume that electron 1
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is missing. After derivation and reformulation, we find that the single-hole function
| g;(p > is also a combination of Slater determinants, in which the coordinate of electron
1 is absent.

3 > ZAM| M) ®)
Xj

It is important to emphasize that there are only Nyp;, — 1 spin orbitals in the Slater
| M) because the coordinates of the missing electron 1 are absent.
According to Eq. (8) and the expression of the element of the mean field operator

<§—;’I g;’ > we obtain,
oW v
<— H —>=ZZAMAN (M |H| L). )
dxi X T

Then we can decompose the Hamiltonian of this system into four parts,

H(ri,ra, 73, ..) = h(r1) +Zz—+2h(m +ZZ—. (10)

i>1 i>1 i>1 j>i

The first term is the single electron Hamiltonian term of electron 1, the second one is
the coulomb interaction between electron 1 and all other electrons. The last two parts
do not contain the coordinates of electron 1, and will not contribute to the calculation
after a projection of P = > ;| xi) {x; |, in which only contains the coordinates of
electron 1.

Combined Eq. (9) with Eq. (10), we get the elements of the mean field operator,

ZZAﬁMAj,N<M|H|L>
_ ZZAl MAJN<M‘h(r1) +ZZ—' >
i>1

—ZZA, s AN (MIRGDIL) + (f — 1)*ZZA,MAJN<

=h(rpij+(f — 1)*ZZA1MAJN<

i

L>. (11)

ri2

r2
The first part in the atomic basis functions can be expressed as,

pij (& h(rD| &) . (12)
where | ¢) and | &) are grid basis functions.

For the second part of Eq. (11), only the spin orbital with coordinate 2 is involved
since the Slater determinants | L) and | M) do not contain the coordinates of electron 1,

@ Springer



J Math Chem (2013) 51:1521-1531 1525
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Inserting Eq. (6) into Eq. (14), we obtain

ZZ Z Z Al 2 J3ed s Ajka.js.if <(Zk: Cjz,k§k>

2 ka3

In the above expression, ; is a Delta function. We can easily get the matrix element
in grid basis functions,

D3350 YTRWRT | CHLY 0L 400 | A B

2 k2 3
—ZZZ ZAI J2ud3-ig Jk’) J3-Jf ZZCIZ kck21<gk;p Elsu> Si5Sj " (15)
2 ka3 ket le&

The element <5§k ¢p ‘ % )flfu) in Eq. (15) is the two-electron integral in the grid basis
function space. The details calculation method was followed.

3 Algorithms

3.1 Sine-DVR

The sine-DVR was chosen in the calculation which was commonly used in theoretical
studies of nuclear reaction dynamics [ 16—19]. The sine DVR uses the particle-in-a-box
eigen-functions as a basis. The box boundaries are xg and xy 41, and L = xy41 — Xo
denotes the length of the box. The basis functions are thus

{gaj(x) — /2/Lsin(jm(x —x0)/L), j = 1,2, N} for xo < x < xy41 (16)

The corresponding grid points basis functions are {X;(x),i = 1,2, ...N}, and the
corresponding grid value are {x;,i = 1,2, ...N}.

3.2 Mode of atom

For the simplicity, we take one dimension (1D) helium system for example. The total
time-dependent Hamiltonian for 1D helium atom irradiated by a laser fields e(¢) reads

Hc. y.1) = 1d* 1 d? 2 2. 1
ST T2y T St Srin Ja ot

+(x 4+ y)e(t)
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where the electron-electron interaction and the electron-nucleus interaction are mod-
eled by the usual ‘smoothed Coulomb’ potential with shielding parameter b. In order to
solve MCTDHEF equations, the two-electron integrals in grid basis functions in DVR
or sine basis function in finite basis representation (FBR) must be calculated. The
two-electron integrals in grid basis functions in DVR read,

Xe(O)Xs(x)dxdy — (17)

1
TWOpyx = / / X2 ()X 5(r)
/) NCEDETD

Those calculations of integrals will consume much time and memory [6,8]. Up to now,
a significant approximation can be obtained with the expansion,

M
Vee @, y) = D~ Un(x) % Vin (3) (18)

m=1

with changing a two-dimensional integrations into 2M one-dimension integrations.
In the paper, we have tried to do an accurate integration calculation in the sine-FBR.

* 1 *
TWOrBr = / y/ ¢i () (x) G — )2 +b2)<ﬂk(x)<pz(x)dxdy (19)

which was solved by using Gaussian quadrature method with six orders.

The method can be used to be staff gauge to identify the accuracy of the above
approximation method. The two-folds integration Gaussian quadratrue formula with
weigths w; and nodes x; reads (nd is the number of nodes)

11 nd nd

/ / flx, yydxdy =" wiw; f(xi, yi) (20)

950 i=1j=1

3.3 Optimization strategy

The matrix elements of (J; |H| J j) in slater determine basis in Eq. 7 need to be
calculated during at every propagation step. The matrix elements of (J; |H| J.,') are
of conjugate symmetry. Only lower triangle parts of elements are calculated in the
soft package. The elements are stored in a linear array. For the simplicity, we take
a 4*4 matrix for example. As can be seen from Fig. 1, the ten elements of lower
triangle need to be calculated in the processing. The arrow sequence is the order of
the address stored in the linear array. In order to search the corresponding memory
address quickly when row and column are given, an index array /a is necessary.
la(i)=ix({—1)/2,i =1,..N,in where N is the matrix dimension. The address of
term (i_row, i_column) is Ia(max(i_row, i_column)) + min(i_row, i_column).
It is obvious that the corresponding address of asp, as3 is respectively 5 = Ia(3) + 2
and 9 = la(4) + 3.
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Fig. 1 An example symmetry 9
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In order to calculate the matrix elements (Ji|H|J j) in Eq. 7, time-dependent
one-electron spin orbital integral ({x;|/1]x;)) and two-electron spin orbital integrals
Uxixglax] = [ x5 x () VeexgE () xi(y)dxdy) need to be calculated at every
step during propagation. When all the elements of (J; |H| J j) are calculating, many
two-electron spin orbital integrals are repeatedly calculated. In order to accelerate
the velocity of calculation, all two-electron spin orbitals integrals are classified by
using itself symmetry before MCTDHF calculation. When the propagate time update,
only the unique two-electrons spin orbitals integrals are calculated for the following
MCTDHEF propagation.

The expression of mean field operator is defined in Eqs. 9 and 11. It is a com-
plicated embed matrix, whose detailed matrix expression can be found in Fig. 2
(assume there are two spin orbitals and three grid basis functions). The mean field
matrix is of complex-conjugate symmetry [Ha/g]ij = [Haﬁ]j.i. It is obvious that
[baﬂ]ij = [Caﬂ]j'i in Fig. 2. In the calculation, there are N;;, spin orbitals. There are
total Nypin * (Npin +1)/2 elements which are evenly calculated by N ;¢ processors.
By taking advantage of the properties of the grid basis functions in DVR, Eq. 17 can be
simplified by

M
TWODVR = ) 8u.pUn (¥a)8.5 Vin (o) @1

m=1

It is clearly that not every two-electron integrals need to be calculated; only parts
of those which are not-zero are necessary. By combining with Egs. 15, 21 and the
properties of grid basis functions, only the diagonal element of mean field elements
[Haﬂ]ij = 8up [Huq;j is non-zeros.
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4 Illustrated calculations and discussions
4.1 Test of the efficiency of the source code

In order to test the efficiency of the algorithms used in our source code, helium atom
was calculated with grid range from —30 to 30 a.u. by using various number of grid
points. The calculated results are listed in Table 1. It can be seen that with the increase
of the number of the grids and the number of the spatial orbital used in the calculation,
the advantage and the efficient of algorithm used in our source code is more obvious.
The MPI source code for solving MCTDHF working equations is available upon
request.

4.2 Imaginary time propagation

To test the accuracy and the stability of our Fortran source code, we take typical
two-electron system, the helium atom, for example. Firstly we obtain the ground state
energy of helium atom through the propagation in imaginary time (PIT) in the absence
of an external laser field. We firstly consider the influence of the number of the active
space on the atom relaxation energy when the wave function propagates in imaginary
time. The calculated results are shown in Fig. 3. We increase the active space from
1 spatial orbitals and 1 determinant [CAS(1,2), HF)], to 8 spatial orbitals and 120
determinant CAS(8,2). When the number of active space increases, the relaxed energy
becomes lower. The relaxed energy of the PIT of CAS(8,2) is 2.899 hartree which is
nearly equal to the full configuration energy (about 2.90 hartree) of helium atom.
When a guess state which is a hybrid state was initialized, it will relax to the ground
state during the processing of imaginary propagation. With the elapse of the imaginary
time, more and more excited states were erased. The accurate ground state electron
density distribution obtained by using the imaginary propagation with CAS(8,2) is
plotted in Fig. 4 when the propagation finished.

Table 1 Total propagation time is 20 a.u. . nr is the number of grid points

Serial version Serial version Serial version Serial version

without optimization

with optimization

with optimization
+MPI [nprocs = 2]

with optimization
+MPI [nprocs = 8]

[—30,30]nr =100 61 mins 4 mins 2 mins
CAS(2,2)

[—30, 30]nr =200 533 mins 28 mins 15 mins
CAS(2,2)

[—30, 30]nr = 100 750 mins 20 mins 12 mins 3 mins
CAS(4,2)

[—30, 30]nr =200 7,000 mins 128 mins 68 mins 19 mins
CAS(4,2)

Grid range is from [—30, 30]. Active space is respectively CAS(n,2), n is the number of the spatial orbital.
The number of electrons is 2
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Fig. 3 The influence of the active space on the imaginary time process and the last ground state energy

0 2

4.3 Real time propagation

6 8 10
Fig. 4 The end ground state got by using imaginary time propagation

After the accurate ground state wave functions are obtained by using PIT, we can
then further investigate the interaction between laser pulse and helium atom. In the
calculation, we choose 20(24) spin orbitals for the two active electrons system to
produce 190(276) singlet determinants. The gird points range are from —100 to 100
with the number of grid points = 500. In order to proof our calculation, the same laser
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Fig.5 The wave function probability distribution in different time during real time propagation processing
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Fig. 6 Single ionization probability of helium atom during four different intensity laser field

field was selected as in the recently reports about accurate theoretical calculations
of helium atom in strong laser field which were attained by solving time dependent
Schrodinger equation [29]. The left panel of Fig. 5 is the electrons probability distribu-
tion at time=0.13 fs. It is obvious that electrons are moving far away in the force of laser
field. The right panel of Fig. 5 is the electrons probability distribution at time = 0.24
fs. It can be found that parts of electrons probability distribution are far away from the
core nuclei. It is obvious that single ionization take place during the propagation. The
single ionization probabilities are calculated in four difference intensity laser field.
The calculated results are illustrated in Fig. 6. The black line, red line, blue line and
pink line are respectively the results for laser intensity ¢ = 0.01, 0.05, 0.075, 0.1a.u.
The green point, navy point and violent point are the results in reference [29] for
laser intensity ¢ = 0.01, 0.05, 0.1a.u. The continuously increasing population peaks
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indicates the electron wave packets scatter mostly away from the core nuclei. When
the direction of the laser field reverse, the dropping population peaks occur due to
the returning wave packets driven by the laser field recombines to the core nuclei. It
is obvious that our results agree well with the accurate ones. Our results are slightly
below their results due to the simple model used in our calculation.

5 Conclusion

The motion equations of MCTDHF were solved by using an adaptive stepsize runge-
kutta integrator of eight orders and based on a sine discrete variable representation
(Sin-DVR). Some efficient algorithms to solve the motions equations of MCTDHF are
introduced and discussed. Real time propagation results indicate that the single ion-
ization probabilities calculated with simple model underestimate the accurate results
obtained by solving time-dependent Schrodinger equation directly.
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